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Abstract

Large-scale distributed applications are becoming more and more demanding in terms of efficiency and flexibility of the technological infrastructure, for which traditional solutions based on the client/server paradigm are not suitable. The peer-to-peer paradigm provides an appealing solution to this problem, allowing to deploy robust networks of collectors, providers and consumers of resources. One step beyond, in an autonomic computing vision, the structure of each peer, or at least its configuration, may be dynamically adjusted by an adaptive plan which determines successive re-configurations in response to the environment, and turns the P2P network in a complex adaptive system (CAS). We analyze a Grid Computing architecture whose resource sharing mechanisms are based on this framework.
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1. Introduction

A peer-to-peer (P2P) network is a complex system whose elements (peer nodes, or simply nodes or peers) are collectors, providers and consumers of resources. Resource sharing is based on the collaboration among peers, each one having a limited view of the system and contributing to the implementation of distributed control algorithms.

The P2P paradigm defines distributed systems where all participating processes have the same importance [17]. In contrast with the client/server approach, in which resource providers and resource consumers are clearly distinct, on the contrary peers usually play both roles. Furthermore, a peer-to-peer system is a complex system, because it is composed of several interconnected parts that as a whole exhibit one or more properties (i.e. behavior) which are not easily inferred from the properties of the individual parts [16].

The activities of a peer-to-peer system are driven by the environment and by internal feedbacks (fig.1). The environment in which P2P networks operate is the set of users, that directly or indirectly act on peers and on resources that each node can use (running environment) and share with other nodes. Each environmental input usually targets a subset of the whole set of peers in the network. Examples of environmental inputs are:

- connection commands
- disconnection commands

* Email address: michele.amoretti@unipr.it (Michele Amoretti)

1 Corresponding author
• resource discovery queries
• job submissions
• events detected by sensors

Internal feedbacks are communication messages among peers. They may be autonomously generated by peers themselves, or triggered by environmental inputs (e.g. a resource discovery query that propagates from one peer to another).

![Figure 1: A P2P system and its environment.](image)

When a peer receives an input (from the environment or from other peers), its internal structure maps the input to an output. The mapping process may require the peer to cooperate with other peers, exchanging messages in order to discover and eventually consume resources. For example, if a peer receives the request for a file, it firstly searches its resources; if the file is not found there, the peer propagates the request to its neighbors, or to a subset of them. It is important to point out that localized reactions follow localized inputs, which becomes more evident the more the system is large, i.e. composed by several thousands nodes.

Fig. 2 illustrates the distinction between local environment and neighbor peers. The local environment is perceived by the peer by means of its input interfaces and sensors: direct messages from users, but also contextual information (this is the typical case of ambient intelligence scenarios). The peer and its neighbors are part of the P2P system which is immersed in the environment (fig. 1). The response of the peer to the inputs that come from the local environment is usually contingent on interactions with neighbors (which in turn may involve their neighbors, etc.). The other way round, a peer can receive requests from its neighbors, and its response in general may depend and affect its local environment.

![Figure 2: Interactions between a peer, its local environment and its neighbors in a traditional P2P architecture.](image)

We adopt the following classification:

1. P2P systems in which each peer is owned by a user, which interacts with it by means of a user interface. This is the case of file sharing platforms, but also collaborative applications such as Skype [19]. These peer-to-peer systems are usually highly dynamic, since peers come and go with users;
2. P2P systems in which autonomous peers manage computational resources, sensors, actuators, etc. to provide services to users. These systems may be contextualized within many different fields, ranging from high-performance computing to ambient intelligence (AmI);
3. hybrid P2P systems in which some peers are owned and managed by users, while other peers are autonomous.

The behavior of a peer is determined by the configuration of its internal structure. Such configuration can be static, i.e. defined by static rules shared by every peer (protocols), or dynamic, i.e. adjusted by an adaptive plan which determines successive re-configurations in response to the environment, and turns the P2P network in a complex adaptive system (CAS) [11].

Many considerable peer-to-peer protocols have been proposed in the last decade. They can be grouped in few architectural models, taking into account basically two dimensions: the dispersion degree of information about shared
resources, and their logical organization [3]. The behavior of a peer-to-peer system based on protocols follows a pre-established pattern. E.g., in Chord [20] messages are routed among peers according to a deterministic rule which considers the metric distance between message identifiers and peer identifiers.

On the other side, there is a lack of common understanding about adaptiveness. In [2] we introduced the Adaptive Evolutionary Framework (AEF), which defines autonomic behavior in terms of an adaptive plan (denoted as $\tau$) that makes the peers’ internal structure or configuration evolve, in order to adapt to the environment (fig. 3). In details, the adaptive plan $\tau$ is based on an evolutionary algorithm, which utilizes a population of individuals (i.e. a set of possible structures or configurations for a peer), where each individual represents a candidate solution to the considered problem. **In the general case, the structure of a peer is made of variables and procedures that may evolve, changing in number and semantics, based on interactions with other peers.** Such an evolution can be phylogenetic, for which memoryless transformations are applied to modify the structure or its configuration, or cultural or epigenetic, which assumes learning and knowledge transmission. With this approach, autonomic peer-to-peer networks emulate biological systems to cope with unforeseen scenarios, variations in the environment, or presence of deviant peers.

![Figure 3: Interactions between a peer, local environment and neighbors in an adaptive P2P architecture.](image)

Well-designed adaptation mechanisms, executed in background by each peer, should introduce little additional costs in terms of consumed local resources and additional message traffic in the network. After all, also the most advanced protocols of traditional peer-to-peer systems require costly periodic self-maintenance, such as stabilization of routing tables, etc.

In this paper we consider the case of fixed structures, each one consisting of the same $p$ elements. The $i$th element ($i = 1, \ldots, p$) of the structure has $l_i$ possible values. The set of possible values for the $i$th element is defined as $A_i = \{a_{i1}, \ldots, a_{il_i}\}$. Each structure configuration $C$ represents a point in the search space $\mathcal{A}$ (configuration space), which is the domain of action of the adaptive plan. In other words, $\mathcal{A}$ is the set of all combinations of values for the elements of the structure:

$$\mathcal{A} = A_1 \times A_2 \times \ldots \times A_p$$  \hspace{1cm} (1)

The adaptive plan $\tau$ produces a sequence of configurations, i.e. a trajectory through $\mathcal{A}$, following an evolutionary process. A very important step in the design of an evolutionary algorithm is to find an appropriate structure representation.

One case of particular importance is that in which the adaptive plan receives direct indication of the performance of each configuration it tries. That is, a part of the input $I$ is the fitness function, which maps a structure representation into a scalar value:

$$F : \mathcal{A}^* \rightarrow \mathbb{R}$$  \hspace{1cm} (2)

The fitness function quantifies the quality of a configuration, i.e. how close it is to optimality, with respect to the environment. It is therefore extremely important that the fitness function accurately models the problem, including all criteria to be optimized. Frequently the fitness function does not directly evaluate the elements of a structure, but their expression as physical features of behaviors. If the fitness function represents a cost (as usual), it should return lower values for better structures.

The following section describes how AEF can be implemented with genetic algorithms. Other implementation strategies are shortly reported in section 3. An AEF-based architecture for sharing consumable resources such as disk space, CPU cycles, etc. in a Grid Computing environment is proposed in section 4. Its performance evaluation is presented in section 5. After a discussion about related work in section 6, the main achievements of this paper are summarized in section 7, together with a proposal for future work.
2. Implementing the AEF with genetic algorithms

Genetic algorithms (GA), introduced by John Holland in 1975, have been the first phylogenetic evolutionary computing paradigm to be developed and applied [12]. For their relative simplicity, in our opinion GAs are a very attractive evolutionary approach for the implementation of AEF-based autonomic peer-to-peer systems.

If the adaptive plan \( \tau \) is a genetic algorithm, we say that the peer’s configuration is the code that maps the way the peer looks and/or acts (phenotype). In other words, the configuration is the genotype, which is also called chromosome, in evolutionary computing (in genetics this simplification is not correct) [12], [7].

As previously stated, we assume each peer to be characterized by a fixed structure, consisting of \( p \) specified genes (in the general framework we used the generic term “elements” [2]). The \( i \)th gene \((i = 1, \ldots, p)\) of the structure has \( l_i \) possible alleles (previously called “values”); the set of possible alleles for the \( i \)th element is defined as \( A_i = \{a_{i1}, \ldots, a_{iP} \} \), assuming finite values in limited specific ranges. Each configuration \( \bar{C} \) represents a point in the search space \( \mathcal{A} \), which is the set of all combinations of alleles (i.e. the genome). The pseudocode in Algorithm 1 describes the general GA scheme.

**Algorithm 1 General GA scheme**

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>( \text{Let } g = 0 )</td>
</tr>
<tr>
<td>2:</td>
<td>( \text{Define initial population } C_g = { \bar{C}_{g,w}</td>
</tr>
<tr>
<td>3:</td>
<td>( \text{while not converged do} )</td>
</tr>
<tr>
<td>4:</td>
<td>( \text{Evaluate the fitness of each individual } C_{g,w} \in C_g )</td>
</tr>
<tr>
<td>5:</td>
<td>( g = g + 1 )</td>
</tr>
<tr>
<td>6:</td>
<td>( \text{Select parents from } C_{g-1} )</td>
</tr>
<tr>
<td>7:</td>
<td>( \text{Recombine selected parents through cross-over to form offspring } O_g )</td>
</tr>
<tr>
<td>8:</td>
<td>( \text{Mutate offspring in } O_g )</td>
</tr>
<tr>
<td>9:</td>
<td>( \text{Select the new generation } C_g ) from the previous generation ( C_{g-1} ) and the offspring ( O_g )</td>
</tr>
<tr>
<td>10:</td>
<td>( \text{end while} )</td>
</tr>
</tbody>
</table>

In GAs, most frequently used operators are reproduction (cross-over, mutation) and elitism, which act on genotypes. Throughout the adaptation process, the selection operator is also used, in order to emphasize best configurations (chromosomes) in a population. The interplay of these operators leads to system optimization. Whenever the entities reproduce they create a surplus, variation amounts to innovation of novel entities (i.e. reproduction is not simply cloning), and finally selection takes care of promoting the right variants by discarding the poor ones [6], [7].

The original GAs developed by Holland had distinct features: (1) a bit string representation (in particular, Gray coding), (2) proportional selection, and (3) cross-over as the primary method to produce new individuals. GAs have also been developed that use integer or real-valued representations [18], and order-based representations where the order of variables in a chromosome plays an important role [21].

In the context of GAs, the fitness function is something like

\[
F(\bar{C}) = a_1 F_1(\bar{C}) + a_2 F_2(\bar{C}) + ..
\]

*i.e.* a function which rates the chromosomes according to a number of criteria, the influence of each criterion being controlled by the related constant \( a \in \mathbb{R} \). Function \( F \) represents a cost and returns lower values for better chromosomes. In general, also the \( a_i \) factors may be set as evolving parameters, adapting the weight of each \( F_i \) to the environment. This aspect is out of the scope of this paper and will be considered in future work.

3. Other implementation strategies for the AEF

Hales proposes an algorithm named SLAC, which means selfish link and behavior adaptation to produce cooperation [10]. SLAC is based on the *copy and re-wire* approach, whose basic algorithm assumes that peer nodes have the freedom to change the way they handle and dispatch requests to and from other nodes, and drop and make links to nodes they know about. In addition, it is assumed nodes have the ability to discover other nodes randomly from the network, compare their performance against other nodes and copy the links and (some of) the behaviors of other nodes. In details, over time nodes engage in some activity and generate some measure of utility \( U \) (which might be the number of downloaded files or jobs processed, depending on the domain). It is important to note that the utility
function is much less complex than the fitness function. Periodically, each node $i$ compares its performance against another node $j$, randomly selected from the network population. If $U_i < U_j$, node $i$ drops all current links and copies all links of node $j$ and adds a link to node $j$ itself. Also, periodically and with low probability, each node adapts its behavior and links in some randomized way using a kind of mutation operator. Mutation of the links involve removing all existing links and replacing them with a single link to a randomly chosen node. It has been shown by simulation that, when applied in a suitably large population, the algorithm over time follows a kind of evolutionary process in which nodes with high utility tend to replace nodes with low utility (with nodes periodically changing behavior and moving in the network).

4. An AEF-based architecture for Grid Computing

In this section we introduce a Grid Computing system based on AEF (implemented with genetic algorithms), which enables efficient and scalable sharing of consumable resources, i.e. resources that cannot be acquired (by replication) once discovered, but may only be directly used upon contracting with their hosts [22]. An example of consumable resource is disk space, which can be partitioned and allocated to requestors for the duration of a task, or in general for an arranged time. We would like to emphasize that this overlay scheme is not the main contribution of this paper. It is a simple AEF example, which can be interpreted as the evolutionary version of Gnutella [9], applied to consumable resource sharing rather than file sharing.

The envisioned networks can be represented as undirected graphs whose arcs stand for mutual knowledge among peers. The node degree $k$ is the number of neighbors of each node. Its statistical distribution depends on the history and on the dynamics of the network, and may affect the performance of the distributed algorithms which are executed.

The resource discovery algorithm is based on epidemic propagation of queries [8]. Query messages generated by a peer are matched with local resources and eventually propagated to neighbors. Each peer has a cache which contains advertisements of resources previously discovered in other peers. The cache is used as a preferred alternative to random (i.e. blind) query propagation. Each query message has a time-to-live (TTL) which is the remaining number of hops before the query message itself expires (i.e. it is no longer propagated). Moreover, each peer caches received queries, in order to drop subsequent duplicates. In general, bio-inspired epidemic protocols have considerable benefits as they are robust against network failures, scalable and provide probabilistic reliability guarantees [1].

The resource discovery process is affected by the following parameters, representing the phenotype of each peer: $f_k$ (fraction of neighbors targeted for query propagation), $TTL_{max}$ (max number of hops for messages), and $D_{max}$ (max size of the cache).

Traditional epidemic algorithms use fixed values for parameters, set in advance according to the results of some tuning process which should guarantee good performance with high probability. Actually, if all nodes would be configured with $f_k = 1$ and the same $TTL$ value, the resulting scheme would be exactly Gnutella [9]. In our scheme, parameters are functions of the chromosome, thus randomly initialized when a peer is created and joins the network. Moreover, adaptive tuning of parameters is based on GAs, with fitness function $F(\Phi, \langle QHR \rangle)$ to be minimized, where

$$\Phi = \Phi(f_k, TTL_{max}, D_{max})$$

$$\langle QHR \rangle = \frac{1}{k+1} \sum_{j=0}^{k} QHR_j$$

$QHR_j$ is the query hit ratio, i.e. the number of query hits $QH$ versus the number of queries $Q$, assuming index $j = 0$ for current peer and $j = 1, ..., k$ for its neighbors.

Being shared resources (e.g. CPU, RAM, disk space) consumable, the discovery process required by a job to start and complete its execution may be penalized by an increasing request rate. In general, the fitness function must be chosen in order to make each peer adapt to the rate of user requests which directly or indirectly affect its running environment.

If the values of the parameters which define the phenotype increase, the search process becomes more expensive in terms of time/space, but at the same time the discovery probability (which may be approximated by $QHR$) should result to be improved. In its most simple form

$$\Phi = \phi_0 f_k + \phi_1 TTL_{max} + \phi_2 D_{max}$$
where constant weights $\phi_0, \phi_1, \phi_2 \in \mathbb{R}$ control the influence of each parameter. In this case, the fitness function should reward peers with smaller $\Phi$ value, having the same sufficiently high $\langle QHR \rangle$ value.

The genotype $\mathbf{C}$ of each peer is given by three genes $\{C_0, C_1, C_2\}$ with values in a limited subset of $\mathbb{N}$. The relationship between the phenotype and the genotype is given by the following equations:

- $f_k = c_0 C_0$
- $TTL_{max} = c_1 C_1$
- $D_{max} = c_2 C_2$

where $c_i \in \mathbb{R}$, $(i = 0, 1, 2)$ are constants.

The pseudo-code in Algorithm 2 describes the adaptation process which is periodically executed by each peer.

```
Algorithm 2 Adaptation
1: Let $g = 0$
2: while not converged do
3: Evaluate the fitness of own chromosome
4: $g = g + 1$
5: Select neighbor with best fitting chromosome
6: Perform cross-over with best neighbor to generate offspring $O_g = (\tilde{O}_1, \tilde{O}_2)$
7: Mutate offspring in $O_g$ with probability $1 - \langle QHR \rangle$
8: Select the new generation $C_g$ from the previous generation $C_{g-1}$ and the offspring $O_g$
9: end while
```

The best neighbor is chosen using proportional selection, i.e. the chance of individuals (neighbors’ chromosomes) of being selected is inversely proportional to their fitness values. Cross-over is always performed, with a randomly-generated crosspoint. Mutation depends on $\langle QHR \rangle$, being highly improbable if the average query hit ratio of the peer and its neighbors tends to 1. The final selection between current peer’s chromosome and the mutated offspring is random, with probability that is inversely proportional to their fitness values.

5. Simulation Experiments

The performance evaluation of the designed Grid Computing system has been carried out by means of the Discrete Event Universal Simulator (DEUS) [4]. Such a tool provides a Java API for the implementation of nodes, events and processes, and a straightforward but powerful visual tool for configuring simulations of complex systems.

Simulated peers have been characterized by three kinds of consumable resources: CPU, RAM, and disk space. Their values have been randomly generated (with uniform distribution) as multiple of, respectively, 512 MHz, 256 MB, and 10 GB. The maximum amount of resources per peer was 2 GHz, 1 GB for the RAM, and 100 GB for the disk space.

We have assumed $C_i \in [1, 6]$, $f_k = C_0/6$, $TTL_{max} = C_1$, $D_{max} = 2C_2$, and we have evaluated the performance of the adaptation scheme with respect to the following fitness functions:

$$F1(\Phi, \langle QHR \rangle) = \begin{cases} 1/\Phi & \text{if } \langle QHR \rangle < Th \\ \Phi & \text{if } \langle QHR \rangle > Th \end{cases}$$

$$F2(\Phi, \langle QHR \rangle) = \frac{1}{\delta^2}(1 - \langle QHR \rangle) \frac{1}{\Phi} + \langle QHR \rangle \Phi$$

In these fitness functions, $Th$ is a threshold value, $\Phi$ is given by eq. 5, with $\phi_0 = 100$, $\phi_1 = 10$, and $\phi_2 = 5$, for which $f_k$ has more weight than $TTL_{max}$ and $D_{max}$ in the computation of the fitness value. Of course $\langle QHR \rangle$ is given by eq. 4. We have assumed that each peer at the beginning had $QHR = 0.5$.

All the experiments have been carried out considering two different networks. The first one (called "fixed" in the following) is completely created before resource discovery starts, it is made of $N = 10000$ nodes and does not change during the simulation. This network is grown without preferential attachment, with $N_0$ completely connected...
nodes, and each other joining peer choosing \( m \in [1, N_0] \) existing peers, with even probability. All connections are bidirectional, i.e. if node \( n_a \) has node \( n_b \) in its peerview, then \( n_b \) has \( n_a \) in its peerview. The resulting degree distribution is exponential:

\[
P(k) = (1 - e^{-\lambda k})e^{-\lambda k} \quad \forall k \geq m
\]

In the experiments we have used \( m = 3 \). The second network (called "noisy" in the following) is given by the modification of the fixed network, throughout the simulation, by node departures and arrivals regulated by the same Poisson process with \( \lambda = 10^{-3} s^{-1} \). Since arrivals and departures have the same rate, the average network size is still \( N = 10000 \). As shown in figure 4, the node degree distribution is the same of the fixed network.

![Node degree distribution for the fixed (left) and noisy (right) networks.](image)

We have simulated about 56 h of the life of a network of peers, with resource queries scheduled according to a Poisson process with fixed rate \( \lambda = 0.25 \) s, i.e. one query every 4 seconds, associated to a randomly chosen node. Each query is a request for a randomly generated amount of resource (no more than 2 GHz of CPU, 1 GB of RAM, and 100 GB of disk space, respectively). Once a resource is found, it is consumed for a randomly distributed time interval (Poisson with 14 h average).

Firstly, we have studied the performance of the system without adaptation, considering peers having constant values for their genes. In details, we have adopted the three settings \( C_i = 1, 3, 5 \), and we have measured the evolution over time of the average \( QHR \), considering peers which have sent at least one query (fig. 5). In this case, the performance depends on how parameters are pre-fixed. Setting \( C_i = 1 \) for all peers is not sufficient for covering the network in search for resources, while setting \( C_i = 5 \) is not so much better than setting \( C_i = 3 \). But we must take into account that for other networks, with different size, connection strategy and evolution, this result could not be true anymore. For the natural unpredictability of peer-to-peer networks, the autonomic approach is usually better than any prefixed and not flexible strategy, as we show in the following.

We have simulated periodic adaptation performed by all peers every 5000 s \( \approx 83 \) min. In this case the evolution over time of the average \( QHR \) (considering only those peers which have sent at least one query) is different, as shown in fig. 6 (fixed population) and 7 (noisy population).

Fig. 8 and 9 illustrate the dynamics of the genes, averaged considering the whole network, respectively with fixed and noisy peer population. Considering the whole network means that initially \( \langle QHR \rangle = 0.5 \) for all peers, and only after a while the average \( QHR \) of the whole network and the average \( QHR \) of the searchers converge, because all peers have performed at least one search.

In general, if \( QHR \) decreases for most peers, the system reacts in a way that chromosomes with high gene values survive and proliferate. When the network is fixed, both fitness function make the genes \( C_i \) increase over time, in order to maximize the \( QHR \). It is interesting that, when the network is noisy, the values of the genes converge to 4 for \( F1 \), and to 3 for \( F2 \). The reason of the quick stabilization is that joining and leaving nodes (i.e. the network noise) introduce random chromosomes that have the same effect of mutation.

### 6. Related Work

An almost complete survey on peer-to-peer resource sharing models for Grid systems is proposed in a recent work of Trunfio et al. [23]. Among others, the approach proposed by Iamnitchi and Foster [13] is interesting because it...
compares four strategies for epidemic request propagation, including one based on epigenetic (i.e., learning-based) evolution of the internal structure of peers.

A constructive criticism to both epidemic algorithms and mechanisms based on spanning trees (Chord-like) has been provided by Merz and Gorunova [15]. Being epidemic algorithms easy to implement, fault-tolerant, scalable, but slow, and spanning trees much more efficient but not resilient, the authors propose an hybrid approach. Epidemic dissemination is used to maintain the overlay, with an efficient mechanism for multicasting information. Simulation results show that the combination of the two methods is more efficient than the methods alone. Scalability up to 100000 peers is also shown. The authors defer to future work a detailed evaluation considering failures, high churn and presence of malicious peers.
The feasibility of a fully decentralized evolutionary algorithm, which is the basic idea on which AEF is designed, is demonstrated in a recent work of Wickramasinghe et al. [24]. The authors describe and evaluate a fully distributed P2P evolutionary algorithm where decisions regarding survival and reproduction are taken by the individuals themselves independently, without any central control. This allows for a fully distributed evolutionary algorithm, where not only reproduction (crossover and mutation) but also selection is performed at local level. An unwanted consequence of adding and removing individuals in a non-synchronized manner is that the population size gets out of control too. This problem is solved by adding an adaptation mechanism allowing individuals to regulate their own selection pressure. The key to this is a gossiping algorithm that enables individuals to maintain estimates on the size and the fitness of the population.

Kessler et al. [14] propose to use genetic algorithms to find optimal network structures, by means of offline simulations. Each individual population member (chromosome) encodes a network design with connected superpeers and clusters of leaf nodes forming superpeer groups. The fitness of a population member is directly related to how
successful the particular network configuration is in answering resource queries. Our GA-based AEF architecture is more appealing, since re-configuration is an online process whose cost is distributed among peers.

Finally, Di Stefano and Santoro [5] propose a non-epidemic resource finding strategy based on the analogy between the 3D surface of available resources, where valleys correspond to nodes with a large quantity of available resources, and a potential field. Finding the node fulfilling a new job request entails navigating the surface trying to achieve the global minimum, which represents the node with the highest quantity of available resource. In the future we would like to quantitatively compare this approach with the scheme we illustrated in section 4.

7. Conclusion

We applied the Adaptive Evolutionary Framework (AEF), implemented with genetic algorithms, to a Grid Computing architecture where peer participants share their consumable resources. Performance evaluation by means of simulation has shown the effectiveness of the AEF approach. As future work, we plan to study the same Grid problem with other challenging environmental settings, e.g. highly dynamic workloads and churn rates. Moreover, we will apply the AEF to the design of other large-scale distributed systems. In particular, we will focus on techniques for evolving the internal structure of peers, rather than their configuration.


