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Abstract—Mobile and distrib uted systemsare characterizedby
decentralized goals and control, with high levels of concurrency
and asynchronousinteraction. Their qualitati ve and quantitati ve
analysis is usually basedon discrete event modeling and simula-
tion. As most simulation tools target a speci�c classof problems,
only a few of them may be considered truly general-purpose,yet
they can hardly support the analysisof distrib uted systemswith
thousandsof nodes,characterized by a high level of churn (node
joins and departures) and recon�guration of connectionsamong
nodes. To �ll this gap, a few years ago we started developing
an open-source, general-purpose and discrete event simulation
tool, calledDEUS,which is application-level oriented, Java-based,
and characterized by ease of use and �exibility . However, it
doesnot provide any package for simulating networking layers
and their implementation is not foreseen,since a number of
specializedtools are alreadyavailable. In this paper, we presenta
general methodology for achieving a more realistic DEUS-based
simulation of mobile and distrib uted systems,by leveraging on
ns-3,which is generally known as a highly reliable and complete
open-source tool for the discrete event simulation of Inter net
systems.In particu lar, we describe our positive experience in
using ns-3's LTE-EPC package to support the simulation of a
peer-to-peer overlay schemecalled Distrib uted GeographicTable
(DGT), which allowsmobile nodesto ef� ciently share information
without centralized control.
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I . INTRODUCTION

Mobile and distributed systemsare the result of the inter-
connectionof several nodes— characterizedby decentralized
goalsandcontrol— thatasa whole exhibit oneor moreprop-
erties (i.e., behavior) which are not easily inferred from the
propertiesof the individual parts.Suchsystemsarecomplex,
becausethe interactionsof the nodesdeterminetheir future
individual statesand that of the system[1]. Moreover, they
usuallyexhibit high levelsof concurrency andasynchrony and
their performancemay be highly in�uenced by the changing
environmental conditions of the environment (e.g., if they
move).

For the qualitative and quantitative analysisof such sys-
tems,discreteevent modelingand simulation(in which time
jumps from event to event) are usually adopted[2]. In order
to choosethe proper simulation environment, the following
criteria shouldbe taken into account:simulationarchitecture

(theoperationandthedesignof thesimulator),usability (how
easy the simulator is to learn and use), extensibility (the
possibility to modify the standardbehavior of the simulator
in order to support speci�c protocols),con�gurability (how
easilythesimulatorcanbecon�gured andwith which level of
detail), scalability(the ability to simulatehow a P2Pprotocol
scaleswith thousands,or more,nodes),statistics(how much
theresultsaremeaningfulandeasyto manipulate),reusability
(the possibility to use the simulation code to write the real
application).

By looking at the stateof the art, it is evident that almost
every simulationtool targetsa speci�c classof problems.Only
few of themmaybeconsideredgeneral-purpose.Amongthese,
the most advanced,in our opinion, is CD++ [3], which is
a modeling environment that allows to de�ne and execute
Discrete Event System Speci�cation (DEVS) models [2].
OMNeT++ is anotherwell-known generalpurposediscrete
event simulationtool, which hasbeenpublicly availablesince
1997 [4]. Like CD++, OMNeT++ is basedon the concept
of simple and compound modules. The user de�nes the
structureof themodel(themodulesandtheir interconnection)
usinga topologydescriptionlanguagecalledNED. OMNeT++
hasbeenusedin numerousdomainsfrom queueingnetwork
simulationsto wirelessandad-hoc network simulations,from
businessprocesssimulation to peer-to-peernetwork, optical
switch andstorageareanetwork simulations.

Unfortunately, the above simulation tools are not partic-
ularly suitable for the analysisof distributed systemswith
thousandsof nodes,characterizedby a high level of churn
(nodejoinsanddepartures),andrecon�gurationof connections
amongnodes.To �ll this gap, in 2009 we starteda project
for the developmentof an opensource,Java-based,general-
purposediscreteevent simulation tool, called DEUS [5]. To
simulatea distributed systemat the applicationlevel, DEUS
is particularly convenient, becauseof its extreme easeof
use and �e xibility . However, it does not provide packages
for simulating networking layers, and we do not foreseeto
implementthem.For this reason,until now the schedulingof
application-level eventsto simulatethe exchangeof messages
among nodeshas been necessarilycon�gured by the user,
usingreasonablevalues— which canbeconsideredasa naive
approach.







process,selected amongthosethat areprovided by the DEUS
API, or de�ned by the user, possibly.

For example,if the purposeof the simulationis to measure
the averagedelay of propagating multi-hop messageswithin
a network of nodes(e.g. a peer-to-peernetwork), the value
of each link' s delay must be realistic, taking into account
the underlyingnetworking infrastructure.In particular, if the
communicationis wireless,estimatingthe delay of point-to-
point communicationis a challengingtask.

The direct integrationof DEUS with ns-3,with the former
that ”calls” the latter to computea delay value every time
a node must send a message to anothernode, taking into
account current surroundingconditions, is unpractical and
would highly increasethe simulation time. Instead,a more
effective and ef�cient solution (illustratedin Fig. 2) includes
the following steps:

1) identify the main sub-systemtypes,eachonebeingchar-
acterizedby speci�c networking features;

2) with ns-3: createdetailedsimulationmodels of the sub-
systems(i.e., sub-models),and measuretheir character-
istic transmissiondelays;

3) with DEUS: simulatethe whole distributedsystem,with
re�ned schedulingof communicationevents,taking into
accountthe transmissiondelayscomputedat step2.

For example, if the overlay network relies on a cellular
network, thesub-modelto becharacterizedwith ns-3couldbe
a set of cells.Its sizeshouldbesigni�cantly large,with respect
to the systemto be simulatedwith DEUS. If sucha systemis
a peer-to-peernetwork, the end-to-endcommunicationamong
couplesof peerscould span few or many cells, depending
on the overlay scheme.Multi-cell communicationmay have a
very high datarate,in casebasestationsareconnectedby op-
tical �bers [12]. However, inter-cell interferenceandhorizontal
handover couldbetakeninto account,whensimulatingmobile
nodes.Moreover, the simulationof eachcell shouldtake into
account the presenceof other mobile nodes, that are not
directly involved in the distributedapplicationof interest, but
consumesigni�cant resources.Finally, the samesub-system
could be simulatedwith different geographicconditions,e.g.
in a city (with small cells, buildings, and noisy channel),or
in a rural area(with largercells anda lessdisturbedchannel).

For the case study illustrated in next section, we have
modi�ed the C++ classwhich createsthe logs for the RLC
protocol,in the LENA LTE-EPCpackage.The modi�ed class
logs a discretizedprobability density function (PDF) of the
RLC packet delay. The latter is thenusedto generaterealistic
packet delaysin the DEUS-basedsimulations,usingthe well-
known inversion method[13], which is basedon the inverse
probability theorem.The main stepsare:

� choosethe cumulative distribution function F (x) of the
randomvariableto be sampled;

� generatea setof uniform randomnumberssuchthatR �
U(0; 1);

� computethe randomvariateX i = F � 1(Ri ).

To this purpose, the discretized PDF of the RLC packet
delay is approximatedeither with a Multimodal Gaussian
PDF (whose inversion has a high computationalcost, un-
fortunately), or with a histogramPDF (whose inversion is
straightforward).

IV. CASE STUDY

We appliedthe proposedmethodologyto the modelingand
simulationof the DistributedGeographicTable(DGT), which
is a peer-to-peeroverlay schemewith the main objective to
provide support for mobile node localization. Comparedto
centralizedlocalizationapproaches,theDGT is morescalable,
since its performance(in termsof responsiveness,complete-
nessandrobustness)remainsvaluablealsofor a largenumber
of nodes,and when the nodes'dynamicsare very high [14].
In a DGT-basedsystem, the responsibility for maintaining
information about the position of active peersis distributed
amongnodes,for which a changein the set of participants
causesa minimal amountof disruption.

Every peermaintainsa set of geo-buckets (GB), eachone
being a (regularly updated)list of known peers sorted by
their distancefrom the Global Position of the peer itself.
GBscanberepresentedasconcentriccircles,eachonehaving
a different (application-speci�c) radius and thickness.The
distancebetweentwo DGT peers is de�ned as the actual
geographicdistancebetweentheir locationsin the world. The
neighborhoodof a geographiclocation is the group of nodes
locatedinsidea given region surroundingthat location.

The main serviceprovided by the DGT overlay is to route
requeststo �nd available peers in a speci�c area, i.e., to
determinethe neighborhoodof a genericglobal position(Fig.
3). Theroutingprocessis basedon theevaluationof theregion
of interest centeredin the target position. The idea is that
eachpeer involved in the routing processselects, amongits
known neighbors,thosethatpresumablyknow a largenumber
of peerslocatedinsideor closeto the chosenareacenteredin
the target point. If a contactednodecannot�nd a matchfor
therequest,it doesreturna list of closestnodes,takenfrom its
routing table.This procedurecanbeusedboth to maintainthe
peer's local neighborhoodandto �nd availablenodescloseto
a generictarget.

Furtherdetailsaboutthe DGT can be found, for example,
in recentarticlesby Piconeet al. [14], [15]. Simulationresults
presentedtherewereobtainedby meansof a DEUSsimulation
model, integrated with Google Maps for having a realistic
characterizationof the urbanenvironment(the city of Parma).
However, simplistic assumptionson the packet transmission
delayweremade.

To bettercharacterizethecommunicationamongDGT peers
in theurbanenvironment,we de�ned thesub-modelillustrated
in Fig. 4, using ns-3 with the Lena LTE-EPC package.b

bWe usedthe latestversion,releasedthe 23rd of January2013.





where senderKey is the identi�er of the peer in the DGT
overlay network that sendsthe request,and lat/lng indicate
the locationof interest.With the 12 bytesheader, the sizeof
sucha DGT packet is 32 bytes.

The third packet type is the Lookup Response, which is
sentby a DGT nodeasa reply to a lookuprequest,if thenode
owns thesearchedresource/ information.Thestructureof the
packet is the following:

� senderKey: int (4 bytes)
� lat: double(8 bytes)
� lng: double(8 bytes)
� descriptors: Descriptor[20](� 480 bytes)

where senderKey is the identi�er of the peer in the DGT
overlay network that sendsthe response,lat/lng indicate its
location, and descriptors is a list of maximum 20 node
descriptors.Consideringthe 12 bytes header, the maximum
sizeof sucha DGT packet is 512 bytes.

Finally, traf�c informationpacketshave thefollowing struc-
ture:

� traf�cMessage : String (30 bytes)
� senderDescr: Descriptor(24 bytes)
� ttl: �oat (4 bytes)
� range: double(8 bytes)

wheretraf�cMessage is the messageto be transmitted(e.g.,
”traf�c jam”), senderDescr is the descriptorof the sender
DGT node, ttl is the time to live of the message,i.e., the
number of re-propagations it can be subject to, and range
indicatesthe radiusof thedisseminationcircle,which spatially
limits the forwardingprocess.

Wesetaninter-packet interval of 50msfor all typesof DGT
messages.Thus, the maximum rate is 512� 20 ' 10 kB/s,
while the minimum is 32 � 20 = 0:64 kB/s. In a dynamic
DGT (the onewe simulatewith DEUS), packetsarenot sent
periodically. For example, descriptorsare sent only every �
meters.Lookuprequestsaresentonly whennecessary, aswell
as lookup responses.Traf�c information messagesare sent
only whensomethinginterestingcanbe communicatedto the
othernodes(for example,a traf�c jam or an incident).

The other UEs transmit and receive VoIP packets (using
UDP) with a remotehostlocatedin the Internet.Suchpackets
have a 12 bytes headerand a 13 bytes payload,and inter-
packet interval of 20 ms (we consideredthe AMR 4:75 kbps
codec).

Each eNB has a schedulerwhich allocatesRBs (which
are the smallestelementsof resourceallocation)to usersfor
predeterminedamountof time. In thesesimulations,the Pro-
portional Fair scheduleris used (ns3::PfFfMacScheduler),
which tries to maintain a balancebetweentwo competing
interests:trying to maximizetotal wirelessnetwork throughput
while at the sametime allowing all usersat leasta minimal
level of service.

V. RESULTS

The ns-3 simulationswere executedon a Ubuntu Linux
11.10x86 64 machinewith 16 GB of RAM anddoublequad
coreprocessorIntel(R) Xeon(R)Intel XeonE5504 2.00GHz.
Eachsimulationwas repeatedwith 20 different seedsfor the
random numbergenerator.

For the DGT packet �o w, we analyzedthe uplink and
downlink delays— to this purpose,we modi�ed the logger
of the LTE LENA packagein ns-3 (as previously stated,in
section III). The probability density function (PDF) of the
uplink delay is basically a delta function, centeredon 4 ms
(Fig. 5). Instead, the PDF of the downlink delay can be
approximatedby a multimodalfunction,with threepeaks(Fig.
6), with the following formula:

f d(x) = 0:05g(x; 9; 2)+ 0:62g(x; 116; 32)+ 0:33g(x; 172; 28)

whereg(x; �; � ) is thenormalPDFwith mean� andstandard
deviation � (in milliseconds).The observed packet loss was
lessthan2%.

We further investigatedthe statisticsof the downlink delay,
by performing the following tests. We con�gured one DGT
node(referredas probenode,from now on) in order to send
only smallpackets(32 bytes),while theothersendall possible
packets (as describedin sectionIV. We ran the simulations
and we plotted the PDF of the delay observed by the probe
node.We repeatedthe experimentby con�guring the probe
node in order to send only large packets (512 bytes). We
obtained the samePDF of the previous test. Such a PDF
matchesthe multimodal one observed in the �rst experiment
(the one which is approximatedby f d(x)). Thus, the delay
distribution is not affected by the size of the packet, if all
nodessendpacketswhosetype is randomlyselected.

We performedtheprobetestalsoin othertwo cases,namely
whenall nodesalwayssendsmall packets,andwhenthey all
sendlarge packets.In the �rst case,the PDF is approximated
by a normal density function with � = 9 ms and � = 2 ms
(the �rst peakof f d(x)). In thesecondcase,theresultingPDF
is approximatedby a bimodal PDF, whosepeakscorrespond
to the secondand third peaksof f d(x).

To includesuchan importantresult into the DEUS simula-
tion modelof theDGT, we have re�ned the latterby meansof
a new algorithmfor sendingmessagesbetweenDGT nodes:

if (msgType = ”descriptor”) then
msgSize 36

elseif ( thenmgType = ”lookup request”)
msgSize 32

elseif ( thenmsgType = ”lookup response”)
msgSize 512

elseif ( thenmsgType = ”traf�c information”)
msgSize 76

end if
msgDelay Multimodal(� 1 ,� 2 ,� 3 ,� 1 ,� 2 ,� 3 ,w1 ,w2 ,w3 )+ D up
sendMessage(msgType, msgSize,msgDelay)

where� 1 = 9 ms, � 2 = 116 ms, � 3 = 172 ms, � 1 = 2 ms,
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Figure5: PDF of the uplink delayfor DGT packets,obtained
from ns-3.
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Figure 6: PDF of the downlink delay for DGT packets,
obtainedfrom ns-3.

� 2 = 32 ms, � 3 = 28 ms, w1 = 0:05, w2 = 0:62, w3 = 0:33
and Dup = 4 ms. The Multimodal() function is our porting
of the UnivariateMultimodal Generatorof randomNumbers
(UMGRN) implementedby A. Suinesiaputrafor MATLAB
[16].

The proposedsolution is a considerableimprovementwith
respectto our previous DEUS-basedDGT simulationmodel,
which used,for every transmission,an exponentialdelaywith
meanvalue obtainedby consideringthe nominal uplink and
downlink.

We simulateda DGT overlay with 1000 mobile vehicles,
over a period of 10 hours.In the �rst half of sucha period,
the network grows from 0 to 1000nodes.In the secondhalf,
thesizeof thenetwork remainsstable.We loggedtheaverage
packet delayandamountof sentdataper node,computedon
the whole overlay network. Fig. 7 and 8 comparethe results
obtainedwith the old simulation model, and thoseobtained
with the re�ned one.
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Figure7: Averagepacket delay, measuredwith DEUS,for the
simulatedDGT overlay network with 1000 vehicles.
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Figure 8: Averageamountof sent data per node, measured
with DEUS,for thesimulatedDGT overlaynetwork with 1000
vehicles.

As we expected,in the re�ned model the averagedelay
is higher than the one obtainedwith the naive model,which
is basedon nominal uplink and downlink values.Also the
averageamountof sentdatais higher, becausein the re�ned
model we take into accountalso the headerof the packets
(12 bytesare 1/3 of Descriptor packets,which are the most
frequentlysent).

The DEUS simulationswere executedon a MacbookPro
with 4 GB of 1067 MHz DDR3 RAM and a 2:4 GHz Intel
Core 2 Duo processor. Unfortunately, generatingdelays by
meansof the Multimodal() function is time-consuming(each
simulation run may take up to 15 hours). An alternative
approachis to usethe histogramapproximationillustratedin
Fig.6. With the latter, we obtainedalmost the same results
given by the simulationsbasedon Multimodal(), but in 1=10
of the time — the sametime requiredby the old simulation
model.Thus, in future researchworks we will de�nitely use



the histogramapproximation.

VI . CONCLUSION

In this paper we have describeda generalmethodology
for obtaining realistic simulations of mobile and distributed
systems,leveragingon DEUS andns-3.The former allows to
easily model and simulateapplication-level mechanismsand
protocols,involving a largenumberof nodeswith complex dy-
namics,while the latter is oneof the besttools for simulating
Internet systemsdown to the physical layer. We have illus-
trateda casestudy regarding a peer-to-peeroverlay scheme,
called DGT, whosemain objective is to provide supportfor
mobile node localization.To improve the characterizationof
the communicationamongDGT nodes,we have modeledand
simulateda representative sub-systemwith ns-3, using the
LTE-EPC package.Obtainedpacket delayshave allowed to
re�ne the DEUS-basedsimulationwith 1000mobile nodes.

Regarding future work, we plan to realize even more de-
tailed simulationmodelsusing ns-3, not only for simulating
the DGT but also other typesof mobile and distributed sys-
tems.In particular, we areinterestedin applyingtheproposed
approachto the study of Mobile Clouds, i.e. systemsin
which mobile applicationsdynamically of�oad their tasks,
to preserve the batterycharge of their devices, or simply to
exploit the high performanceof the Cloud.
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